Introduction: what is
cognitive linguistics?

Cognitive linguistics is taken here to refer to the approach to the study of
language that began to emerge in the 1970s and has been increasingly active since
the 1980s {now endowed with an international society with biennial conferences
and a journal, Cognitive Linguistics). A gquarter century later, a vast amount of
research has been generated under the name of cognitive linguistics. Most of the
research has focused on semantics, but a significant proportion also is devoted
to syntax and morphology, and there has been cognitive linguistic research into
other areas of linguistics-such as language acquisition, phonology and historical
linguistics. This book can only outline the basic principles of the cognitive linguis-
tic approach and some of its more important results and implications for the study
of language. In this chapter, we briefly describe the major hypotheses of cognitive
linguistics (as we see them), and how we will develop these hypotheses in the rest
of the book.

We see three major hypotheses as guiding the cognitive linguistic approach to
language:

. language is not an autonomous cognitive faculty
. grammar is conceptualization
. knowledge of language emerges from language use

These three hypotheses represent a response by the pioneering figures in cognitive
linguistics to the dominant approaches to syntax and semantics at the time, namely
generative grammar and truth-conditional (logical) semantics. The first principle
is opposed to generative grammar’s well-known hypothesis that language is an
autonomous (indeed, innate) cognitive faculty or module, separated from nonlin-
guistic cognitive abilities. The second principle is opposed to truth-conditional
semantics, in which a semantic metalanguage is evaluated in terms of truth and
falsity relative to the world (or, more precisely, a model of the world). The third
principle is opposed to reductionist tendencies in both generative grammar and
truth-conditional semantics, in which maximally abstract and general representa-
tions of grammatical form and meaning are sought and many grammatical and
semantic phenomena are assigned to the ‘periphery’.
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2 Introduction

Generative grammar and truth-conditional semantics are of course still vigorous
research paradigms today, and so cognitive linguists continue to present arguments
for their basic hypotheses as well as exploring more specific empirical questions
of syntax and semantics within the cognitive linguistic paradigm. Some of these
arguments will be presented in the course of this book. Here we describe in some-
what more detail the content of these three hypotheses and how they are manifested
in subsequent chapters.

"The first hypothesis is that language is not an autonomous cognitive faculty, The
basic corollaries of this hypothesis are that the representation of linguistic knowl-
edge is essentially the same as the representation of other conceptual structures,
and that the processes in which that knowledge is used are not fundamentally
different from cognitive abilities that human beings use outside the domain of
language. _

The first coroliary is essentially that linguistic knowledge - knowledge of mean-
ing and form ~ is basically conceptual structure. It is probably not difficuit to accept
the hypothesis that semantic representation is basically conceptual (though what
that entails is a matter of debate; see below). But cognitive linguists argue that
syntactic, morphological and phonological representation is also basically con-

ceptual. This might appear counterintuitive at first: sounds are physical entities,
and ultimately so are utterances and their formal structure. But sounds and utter-
ances must be comprehended and produced, and both of those processes involve
the mind. Sounds and utterances are the input and output of cognitive processes
that govern speaking and understanding.

The second corollary is that the cognitive processes that govern language use,
in particular the construction and communication of meaning by language, are
in principle the same as other cognitive abilities. That is, the organization and
retrieval of linguistic knowledge is not significantly different from the organization
and retrieval of other knowledge in the mind, and the cognitive abilities that we
apply to speaking and understanding language are not significantly different from
those applied to other cognitive tasks, such as visual perception, reasoning or motor
activity. Language is a distinct human cognitive ability, to be sure. From a cognitive
perspective, language is the real-time perception and production of a temporal
sequence of discrete, structured symbolic units. This pasticular configuration of
cognitive abilities is probably unique to language, but the component cognitive
skills required are not.

This position is sometimes taken as a denial of an innate human capacity for
language. This is not the case; it is only a denial of an autonomeous, special-purpose
innate human capacity for language. It is of course reasonable to assume that there
is a significant innate component to general human cognitive abilities, and that
some of those innate properties give rise to human linguistic abilities that no other
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species apparently has. However, innateness of cognitive abilities has not been a
chief concern of cognitive linguists, who are more concerned with demonstrating
the role of general cognitive abilities in language.

The hypothesis that language is not an autonomous cognitive facuity has had two
major implications for cognitive linguistic research. Much cognitive linguistic re-
search has been devoted to elucidating conceptual structure and cognitive abilities
as they are seen to apply to language, in the effort to demonstrate that language can
be adequately modeled using just these general conceptual structures and cognitive
abilities. Part 1 of this book is devoted to explicating cognitive linguistic models
of cognitive structure and abilities (see also chapter 11).

Second, cognitive linguists appeal at least in principle to models in cognitive psy-
chology, in particular models of memory, perception, attention and categorization.
Psychological models of memory have inspired linguistic models of the organi-
zation of linguistic knowledge into frames/domains (chapter 2), and grammatical
knowledge in networks linked by taxonomic and other relations (see chapters
10-11 in Part III). Psychological models of attention and perception, especiaily
Gestalt psychology, have led to the explication of many conceptualization pro-
cesses in semantics (chapter 3, and see also the next paragraph). Finally, psycho-
logical models of categorization, in particular prototypes and graded centrality,
and more recent models of category structure, have had perhaps the greatest influ-
ence on both semantic and grammatical category analysis in cognitive linguistics
{chapter 3; see, e.g., Lakoff 1987, Taylor 1989[19971).

The second major hypothesis of the cogaitive linguistic approach is embodied
inLangacker’s slogan ‘grammar is conceptualization.” This slogan refers to a more
specific hypothesis about conceptual structure, namely that conceptual structure
cannot be reduced to a simple truth-conditional correspondence with the world. A
major aspect of human cognitive ability is the conceptualization of the experience
i0 be communicated (and also the conceptualization of the linguistic knowledge
we possess). A major theme of the chapters in Part ] of this book is that all aspects
of conceptual structure are subject to construal, including the structure of cate-
gories (chapter 4) and the organization of knowledge (i.e., conceptual structures;
chapter 2). In particular, it is argued that grammatical inflections and grammatical
constructions play a major role in construing the experience to be communicated
in specific ways (chapter 3). Part II of this book also explores and defends the
conceptualization hypothesis for a wide range of lexical semantic phenomena, in-
cluding topics widely discussed in cognitive linguistics (polysemy and metaphor)
and lexical semantic topics that have not generally been examined by cognitive
linguists {namely lexical relations such as antonymy, meronomy and hyponymy).

The third major hypothesis of the cognitive linguistic approach is that knowl-
edge of language emerges from language use. That is, categories and structures
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in semantics, syntax, morphology and phonology are built up from our cogni-
tion of specific utterances on specific occasions of use. This inductive process of
abstraction and schematization does not lose the conventionalized subtieties and
differences found among even highly specific grammatical constructions and word
meanings.

As we noted above, this hypothesis is a response to approaches to syntax and
semantics in which highly general and abstract schemas and categories, sometimes
claimed to be innately given, are assumed to govern the organization of linguistic
knowledge, and apparently idiosyncratic or anomalous patterns are relegated to
the periphery. Instead, cognitive linguists argue that the detailed analysis of subtle
variations in syntactic behavior and semantic interpretation give rise to a different
model of grammatical representation that accommodates idiosyncratic as well as
highly general patterns of linguistic behavior (see, e.g., the arguments in chapter 9).
In semantics, this model is manifested in Fillmore’s semantics of understanding
(chapter 2), and Cruse’s dynamic construal approach to categorization (chapter 4
and Part IT; see also Croft 2000:99--114). In syntax, this hypothesis has given rise
directly to construction grammar as a new theory of syntax, and the usage-based
model, developed in greatest detail for morphology and phonology. These models
of syntax and morphology are described in Part Il of this book.

PART I

A conceptual approach to
linguistic analysis




Frames, domains, spaces: the
organization of conceptual structure

2.1 Arguments for frame semantics

What is it that words denote, or symbolize as cognitive linguists usually
put it? A simple assumption that has guided much research in semantics is that
words denote concepts, units of meaning. Concepts symbolized by words such
as stallion and mare can be compared and contrasted with one another. Compar-
isons of words is the approach taken by structural semantics, which analyzes
types of semantie relations among words, including hyponymy and antonymy.
Some approaches to {lexical) semantics have proposed that word concepts such
as STALLION and MARE! are not atomic. Many concepts can be broken down
into semantic features, so that STALLION is [EQUINE, MALE], and MARE is
{EQUINE, FEMALE]. Finally, in the logical tradition that underlies much work
in semantics, concepts are ultimately defined by their truth conditions: the con-
ditions under which one can say that a concept does, or does not, appropriately
apply (o a situation in the world.

In this widespread approach to semantics, it is recognized that concepts do not
simply float around randomly in the mind. First, there are the relations between
words and their corresponding concepts described by structural semantics. But
there has been a strong feeling that concepts are organized in another way as well.
Certain concepts ‘belong together’ because they are associated in experience. To

- use a classic example (Schank and Abelson 1977), a RESTAURANT is not merely
a service institution; it has associated with it a number of concepts such as CUS-
TOMER, WAITER, ORDERING, EATING, BILL. These concepts are not related
to RESTAURANT by hyponymy, meronymy, antonynty or other structural seman-
tic relations; they are related to RESTATURANT by ordinary human experience.
The concept of RESTAURANT is closely tied to the other concepts, and cannot
be isolated from the other concepts.

! We follow the practice of Filimore (1982a) and Langacker {1987 in using lower-case italics to
represent the word form, and capitals to represent the concept underlying the word meaning.
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The need for another means for organizing concepts has been felt by researchers
in cognitive psychology and artificial intelligence as well as in various branches
of linguistics, and has led to a variety of similar proposals, each typically with its
own name. Among these names are: frame, schema, script, global pattern, pseudo-
text, cognitive model, experiential gestalt, base, scene (Fillmore 1985:223, n. 4).
The most influential version of this proposal in cognitive linguistics has been the
model of frame semantics developed by Fillmore. We present Fillmore's theory
and arguments in this section, and turn to extensions of Fillmore's ideas by other
cognitive linguists in later sections.”

Fillmore views frames not as an additional means for organizing concepts, but as
afundamental rethinking of the goals of linguistic semantics, Fillmore describes his
frame semantic model as a model of the semantics of understanding, in contrast
to a truth-conditional semantics: the full, rich understanding that a speaker intends
to convey in a text and that a hearer constructs for that text. Fillmore argues that in
the analysis of linguistic meaning, understanding is the primary data; truth-value
judgments and judgments of semantic relations such as synonymy and implication
are derivative and theory-driven (Fillmore 1985:235). Fillmore’s frame semantics
brings linguistic semantics back to that primary data and does not exclude any of
it from consideration.

Fillmore uses a tool metaphor to describe the understanding process (Fillmore
1982a:112): a speaker produces words and constructions in a text as tools for a
particular activity, namely to evoke a particular understanding; the hearer’s task

" is to figure out the activity those tools were intended for, namely to invoke that
understanding. That is, words and constructions evoke an understanding, or more
specifically a frame; a hearer invokes & frame upon hearing an utterance in order

-to understand it. .

Filimore uses a wide range of exampies to demonstrate that there are signifi-
cant phenomena in linguistic semantics that cannot easily be captured in a model
of structurai semantics, semantic features and/or fruth-conditional semantics. We
survey his arguments here.

The analysis of semantic features is often justified on the basis of lexical sets
thai appear to be analyzable in terms of a simple set of features. For example,
the lexical set in (1) can be analyzed in terms of the features [MALE/FEMALE],
[ADULT/YOUNG], and [UNMARRIED]:

(1) [MALE] [FEMALE]
MAN WOMAN  [ADULT]
BOY GIRL IYOUNG]

BACHELOR SPINSTER [UNMARRIED]

2 The basic sources for Fillmore's ideas are Filimore 1973, 1977 (an expanded version of the first
paper), 1982a, 1985, 1986. Unfortunately all of these are difficult {0 access.
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Yet our understanding of these concepts is more complex than this paradigm of
feature constrasts implies. The relation between man/boy and woman/girlis not the
same: for many people, the term girl is vsed for female humans at a significantly
higher age than the term boy is used for male humans (Fillmore 1982a:126).
Moreover, the attitudes towards the sexes that this linguistic behavior is assumed
to evoke has led to changes in the relationship and hypercorrection such that
the term woman is attested as being applied even to an eight-year-old girl (ibid.,
127). In a frame semantic analysis, man, boy, woman and girl evoke frames that
include not just the hiological sexual distinction but also differences in attitudes
and behavior towards the sexes that would explain the traditional asymmetry in
the use of boywgirl and the more recent change in the use of woman, including
its hypercorrective use. Likewise, the difference between our snamamﬁmm&nm of
bachelor and our understanding of spinster involves much more than a simple
feature [MALE/FEMALE] (ibid,, 131).

Many lexical contrasts contain semantic asymmetries that cannot be captured
by features (except in an ad hoc fashion), but lend themselves easily to a frame
semantic account. For example, the opposing terms used for the vertical extent of
an erect human being are rall and shorr, for vertical distance from a bottom baseline
{e.z. a branch of a tree) they are high and [ow, but for the vertical dimension of
# building they are rall and low (Filimore 1977a:71). It would be difficult i not
impossible to come up with a unitary feature definition of sail that captured its
different contexts of use from high, and did the same for short vs. low. Instead,
one can simply describe the frames for humans, buildings and other objects, and
specify which words are used for vertical extent or distance in that frame.

Similarly, no simple unitary definitions would capture the contrast between the
adjectives live and alive given in (2)~{4) (Fillmore 1977a:76-77):

A a. Those are live lobsters.
b. Those lobsters are alive.
(E))] &. Her manner is very alive.
b. She has a very alive manner.
“ a. His performance was five.
b. He gave a live performance.

Moreover, one cannot define the features in terms of applicability to a semantic

class, such that the sense illustrated in (2a—b) applies to living things; this would
give an incorrect understanding to the theatre advertizing live naked girls than
the one intended (presumably, as opposed to naked giris on a film screen, not
dead naked girls; ibid.). In a frame semantic analysis, /ive and alive are simply
associated in different ways to three different frames: life in (2), personality in (3},
and mode of performance in (4). In other cases, there are outright lexical splits,
such as brother/brothers and brother/brethren, which represent a split in frames
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including different plural forms; a unitary definition of brother would miss the
frame contrast (ibid., 76).

Fillmore notes that his frame semantic model shares significant properties with
lexical (semantic) field theory (Fillmore 1985:225-26; 1992:76-77). Lexical field
theory groups together words that are associated in experience, not uniike frame
semantics. However, lexical field theory differs from frame semantics in that words
are defined relative to other words in the same lexical field, whereas in frame
semantics, words are defined directly with respect to the frame. For example, in
lexical field theory, one would observe that large in the field of sizes of packages
of soapflakes is in contrast with jumbo, economy giant and family size and hence
describes the smallest size in the field, unlike uses of large in other lexical fields
(Fillmore 1985:227).

In frame semantics, the same observation can easily be captured: large labels
the smallest size in the SOAPFLAKES frame. But lexical field theory predicts that
the meaning of a word in a field can only be defined in contrast to neighboring
words in the field. Lexical field theory has difficulties if there are no neighboring
words, or a speaker does nof know the neighboring words: it predicts that the term
has a different meaning. Fillmore notes that while German has a word for the
sides of a right angle triangle other than the Hypotenuse, namely Kathete, most
English speakers do not have such a word {ibid., 228-29). Yet the understanding
of English hypotenuse and German Hypotenuse is the same, provided the speaker
understands what a right angle triangle is. This is not a problem in frame semantics,
where the word concept is linked directly to the frame, in this case the RIGHT
ANGLE TRIANGLE frame.

Another argument in favor of a frame-based approach to lexical semantics are
words whose corresponding concepts inherently refer to other concepts extrinsic
to the concept denoted by the word. Some word concepts refer to a prior history of
the entity denoted. A scar is not just a feature of the surface of someone’s skin, but
the healing state of a wound; a widow is a woman who was once married but whose
hushand has died (Fillmore 1977a:73). Other word concepts, especially for prop-
erties and actions, cannot be understood without understanding something about
the participant in the action or possessor of the properties: one cannot understand
gallop without knowing about the body of a horse, or iungry without understand-
ing the physiology of living things (ibid., 73-74). This is true of object concepts
as well: lap cannot be understood except in reference o a person’s posture and the
function of one’s lap in supporting another object {ibid.).

Another clear class of examples that requires reference to extrinsic entities are
deictic expressions that evoke the speech act situation (Fillmore 1982a:117). For
example, the past tense situates an event in a point or interval or time relative to
the speech act situation. The speech act situation, including its time of cccurrence,
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functions as the frame against which past time reference is profiled. Likewise, all
other deictic words and inflections, such as person deixis (/, you, he/she/it, we, they
and person-based agreement inflections) and spatial deixis (#his, that, here, there),
evoke the speech act situation. Other types of grammatical words and inflections
also have meanings evoking the speech act situation. For example, the definite
articles the and @ define the identity of the noun referent relative to the mutual
knowledge of speaker and hearer (the basically indicates mutually known, a not
mutually known, in most contexts). The meanings of the and g evoke the speech
actsituation because they make reference to the mental states of speaker and hearer
(see also §3.4). . ’

Above all, many word concepts cannot be understood apart from the intentions
of the participants or the social and cultural institutions and behavior in which
the action, state or thing is situated. For example, the concept VEGETARIAN
only makes sense in the frame of a culture in which meat-eating is common; the
concepts STRIKE or BORROW can only be understood in the frame of a culture
in which such actions occur (Fillmore 1982a:120). Even something as simple as
an apple core evokes a frame describing a particular way of eating apples: ‘an
apple-core is that part of the apple that somebody who eats apples the way most
of us do has left upeaten’ (Fillmore 1977a:73).

Another respect in which a word meaning makes reference to extrinsic entities is
that a word allows the speaker and hearer to focus their attention on only part of an
entire frame; no one word gives the full structure of the frame. The classic example
is the commercial transaction frame (Fillmore 19772:58-59; 1977b); but a much
clearer case is the RISK frame (Fillmore and Atkins 1992). Fillmore and Atkins
identify the following elements of the RISK frame: Chance (uncertainty about the
future), Harm, Victim (of the Harm), Valued Object (potentially endangered by the
risky, Situation (which gives rise to the risk), Deed (that brings about the Situation),
Actor {of the Deed), (Intended) Gain (by the Actor in taking a risk}, Purpose (of
the Actor in the Deed), Beneficiary and Motivation (for the Actor). The verly risk
oceurs i many syntactic constructions, some of which are exemplified in (5a—e},
but none of them include all or even most of the elements of the RISK frame
(Fillmore & Atkins 1992: 83, 87, 89, 94, 96; all but the first are corpus examples):

&)

a3

. You've (Actor/Victim) risked your health ( Valued Object) for a few cheap thrills
(Gain).

. Others {Actor/Victim) had risked all (Valued Object) in the war (Situatior).

¢. She (Actor/Victim) had risked so much (Valued Objecr) for the sake of vanity
(Motivation).

d. Men {Actor/Victint) were not inclined to risk scalping (Harm) for the sake of
settlers they had never seen (Beneficiary).

e. 1 {Actor/Victint) didn’t dare risk a pause (Deed) to let that sink in (Purpose).

o
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'In a frame semantic analysis, any of the uses of risk evokes the entire RISK frame,
even if only part of that frame is overtly focused on by the construction in which
risk is used.

The semantics of understanding also allows Fillmore to account for linguistic
facts that do not lend themselves to a truth-functional analysis. For example, the
collocations in (8) could be reversed as in (7) without producing semantic anomaly
(Fillmore 1977a:75-76):

(6) a. A dog was barking.

b. A hound was baying.
(N a. A dog was baying.

b. A hound was barking.

In other words, the difference between (6) and (7) cannot be accounted for by
semantic constraints, But the examples in (6a~b) sound much more natural because
the noun and the verb in each sentence both evoke the same frame.

Likewise, a truth-conditional semantics cannot capture many aspects of our
understanding of (8) (Fillmore 1985:230-31):

® My dad wasted most of the morning on the bus.

Fillmore notes that cheosing father or dad (without the possessive) would express
a different relationship between the speaker and the speaker’s father; the morning
is understood to be defined against the frame of the working day (i.e, around 8am
to noon) rather than the calendar day (midnight to noon); waste frames the use of
time very differently from spend; and on the bus frames the speaker’s location in
terms of the bus being in service, rather than simply a physical container (which
would be evoked by in the bus).

A truth-conditional model also cannot account for the anomaly of frames that
are appropriate at one time of utterance but not at another because the world has
changed in the meantime. Fillmore uses the contrived example in (9}, noting that
it could be said in 1984 but not in, say, 1919 (Fillmore 1985:238-39);

&) During World War I, Ronald Reagan’s bitth mother dropped his analog watch
into the sound hole of the acoustic guitar.

Such a sentence could be uttered in 1984, because World War II had occurred,
allowing the 191418 war to be renamed World War I; medical technology had
allowed the dissociation of the birth mother from the genetic mother (who donates
the egg); and electric guitars and digital watches had been invented. None of these
framings of the objects, persons or events was available in 1919, and so {9) wouid
be an impossible utterance at that time, even if true retrospectively.

Finally, frame semantics offers a natural account of a number of problematic
phenomena that seem to be caught between semantics and pragmatics, including
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the nature of text coherence. A large class of presuppositional phenomena appear
to be tied to specific words, such as regret in (10) (Fillmore 1985:249):

am John regretied signing the letter.

Example (10) denotes {or entails) a particular mental state of John, namely his
feeling of regret, but (in one analysis) is said to presuppose that John did sign
the letter. The problem for truth-conditional semantics is that if John did not sign -
the letter, (9) has no truth conditions. In order to preserve truth conditions one
may shunt the presupposition problem off to pragmatics. This seems odd since
the presupposition is associated with a particular word and its meaning, which
is semantic, But presuppositions display a further type of peculiar behavior, in
negative sentences such as {11):

(18 John didn’t regret signing the letter.

In one interpretation, the entailment is negated - John does not have any regrets —
but the presupposition is not — John signed the letter. However, there is another

interpretation of (11), namely that John did not regres signing the letter because

he did not sign it (Fillmore 1985:251).

Fillmore argues that the behavior of presuppositions can be easily accounted
for in a frame semantic analysis. The concept REGRET includes in its frame the
accomplishment of an action towards which the regretter has his/her regrets. If
the action is absent from the frame, understanding of the positive sentence fails.
Negation, on the other hand, can negate either the concept denoted or the frame
itself. Negating the state of affairs in the frame preserves the rest of the frame,
including the action that could have led to the regrets. This is the first interpretation
of (11) described above. Negating the entire frame, on the other hand, also negates
the action that could have led to the regrets. This is the second interpretation of
(il): the mwmmwﬂ denies the framing of the situation as including the action of John
having signed the letter.

We may compare (11) to other examples of frame negation, such as the one in
(12) (Fillmore 1985:245, from Wilson 1975:138):

(12} You didn’t spare me a day at the seaside: you deprived me of one.

In (12), the speaker denies the positively evaluated framing of the action as sparing
her, and replaces it with the negatively evaluated framing of depriving her.

Finally, the semantics of understanding plays a major role in text understand-
ing. For example, the well-known example of initial definite reference, e.g. the
carburetor in {13) (described as ‘bridging’ by Clark and Haviland [1977] and
‘evoked” by Prince [1981a)), ave in fact due to the frame evoked by the first
sentence (Filimore 1977a:75):
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(13) 1 had trouble with the car yesterday. The carburetor was dirty.

The car in the first sentence evokes a frame that allows the hearer to identify which
carburetor of the millions in the world the speaker was referring to. But frame
semantics contributes more than the resolution of definite reference to the analysis
of the coherence of texis. Fillmore contrasts (13) with (14) (ibid.»:

(14) I had trouble with the car yesterday. The ashtray was disty.

The second sefitence in (14) is incoherent with the first, even though the definite
reference can be resolved (most cars have ashtrays). The reason for this is that there
is nothing evoked in the frame of having trouble with the car that has anything to
do with the ashtray — unlike (13), because dirty carburetors do cause problems for
cars.

Fillmore’s arguments present a wide range of data that justify the introduction
of frames to the analysis of linguistic semantics, and the replacement of a truth-
conditional semantics with a semantics of understanding. In the following sections,
we lay out more systematically the frame semantic mode! and follow its further
development in cognitive linguistics.

2.2 Concepts: profile-frame organization

In the preceding section, we described the frame as a coherent region
of human knowledge, or as a coherent region of conceptual space. The question
immediately arises: How does one identify a coherent region of conceptual space,
differentiating it from other regions? An a priori approach to this question, us-
ing one’s own intuitions to identify frames, would be highly subjective. A more
empirical approach to this question is to identify frames based on the words and
constructions of a human language such as English. This approach is taken by
Langacker (1987), which we will use as our starting point.

Langacker illustrates his approach to the problem with the meaning of the word
radius. The word form radius symbolizes (denotes) the concept RADIUS. We
begin here by assuming that concepts correspond to meanings of linguistic units
{words, complex expressions or constructions). One may also assume that concepts
exist that do not correspond to linguistic meanings. However, one would have the
same problems trying o identify concepts independent of linguistic meanings as
trying to identify frames independent of linguistic meanings, namely the lack of an
empirical basis for doing so. For this reason, we will restrict ourselves to concepts
corresponding to actual linguistic meanings in this chapter.

The first sense for radius in the American Heritage Dictionary is ‘aline segment
that joins the center of a circle with any point on its circumference.” A RADIUS is
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a line segment, but not any line segment; the line segment is defined relative to the
structure of the circle. In other words, one can understand RADIUS only against
a background understanding of the concept CIRCLE, which can be geometrically
illustrated as in Figure 2.1

CIRCLE
Figure 2,1 RADIUS and CIRCLE

In other words, the concepts RADIUS and CIRCLE are intimately related, and
this relationship must be represented in conceptual structure. Langacker describes
the relationship between RADIUS and CIRCLE as one of a concept profile against
a base. The profile refers to the concept symbolized by the word in question. The
base is that knowledge or conceptual structure that is presupposed by the profiled
concept. Langacker also uses the term domain for the base (this term is also used
in Lakoff 1987). This is identical to Fillmore's frame (§2.1): ‘by the term “frame”
T have in mind any system of concepts related in such a way that to understand any
one of them you have to understand the whole structure in which it fits’ (Fillmore
1982a:111). The term ‘profile’ has also come to be used as a verb to describe
the relationship between word form and word meaning (profile+base): e.g. radius
profiles a particular line segment in the CIRCLE base/domain/frame.

A concept profile is insufficient to define a word concept, because it presup-
poses other knowledge in its definition, namely its base. But a single base, such
as CIRCLE, is a complex conceptual structure that includes a wide range of con-
cept profiles, such as RADIUS, ARC, CENTER, DIAMETER, CHORD &nd so
on. Hence the base alone is insufficient to define a linguistic concept either. The
conclusion that follows from this is that THE MEANING OF A LINGUISTIC
UNIT MUST SPECIFY BOTH THE PROFILE AND TS BASE. This is identical
to Fillmore’s conclusion regarding concept frames.

The fact that a base supports multiple concept profiles is what makes the base a
domain, in the intuitive sense: several different concept profiles have it as a base.
We can now definec adomainas A SEMANTIC STRUCTURE THAT FUNCTIONS
AS THE BASE FOR AT LEAST ONE CONCEPT PROFILE (typically, many
profiles). As Taylor (1989[19971:84) notes, ‘In principle, any conceptualization
or knowledge configuration, no matter how simple or complex, can serve as the
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cognitive domain for the characterization of meanings.” We may now say that the
domain CIRCLE includes the concepts of an arc, a diameter, a radius, a chord and
50 On. :

The canonical example of a profile-base relation is the part-whole relation: all
agree that a concept such as ARM cannot be defined without reference to BODY. A
similar class of concepts are kin terms such as daughter. The concept DAUGHTER
presupposes the concept PARENT, and the particular type of kin relationship that
holds between them. The concept NIECE presupposes other kinship concepts, and
more compfex kin relationships. In other words, the base against which a profile is
defined can be maore complex than just the whele of which some entity is a part. In
some cases, one cannot atways find a single simple word 1o describe the base: for
NIECE, perhaps the best description of the base is BINSHIP SYSTEM, or some
part of that system (see §2.4).

But it is not only relational nouns that represent a concept profile against a
base, as we saw in §2.1. Consider another example, the word weekend (Fillmore
1985:223.24). The concept WEEKEND can only be understood against a whole
background system of the calendrical cycle, defined partly by natural phenomena
(the sequence of day and night) and cultural conventions (the seven-day week
cycle, and its division into working days and nonworking days). Likewise, the
concept BUY can only be understood against a background knowledge of the
commercial transaction situation. Different aspects of the commercial transaction

-are profiled by BUY, SELL, PAY, COST and so forth. Such domains/frames cannot

be readily represented in a geometric form in the way that RADIUS and CIRCLE
are represented in Figure 2.1, although schematic diagrams are often resorted to
in cognitive linguistics in order to represent the complex interconnectedness of
concepts in domains or frames.

In fact, no concept exists autronomously: all are understood to fit into our general
knowledge of the world in one way or another. What matters for semantic analysis is
the profile-base relation, and the refationships between bases and domains. Some of
the corollaries of this analysis of word meaning into profile and base/frame/domain
will be explored in the momos.w:m section.

23  Some consequences of the profile-frame/domain
distinction

The terms frame (Fillmore), base (Langacker) and domain (Fillmore,
Lakoff, Langacker) all appear to identify the same theoretical framework, as de-
scribed in the preceding sections. Fillmore describes this framework as frame
semantics, and this term has entered into more general usage among cognitive
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linguists. However, the terms frame and domain continue to compete for usage,
and base is also used among cognitive grammarians. We will use the terms frame
and domain interchangeably here. Nevertheless, there are still other terms that have
been proposed to describe types of semantic analyses that bear a strong affinity
to frame semantics. We mention three influential theories here, which originated
in artificial intelligence {scripts), cognitive psychology (the ‘theory theory”) and
sociology (communities).

The examples of frames given above appear to be largely static in character.
But this is not necessary: a frame is any coherent body of knowledge presupposed
by a word concept. In particular, frames can include dynamic concepts, that is,
extending through time. For example, PURIFIED presupposes in its frame a prior
impure state of the entity which is then changed by some process; in contrast,
PURE does not presuppose anything about prior states and processes, Of course,
process terms such as RUN or BUY presuppose a sequence of events and prior and
posterior states. The term script is often used for a frame/domain with a sequence
of events, following Schank and Abelson (1977). They use the term to describe a
canonical sequence of events presupposed by a social activity such as going to a
restaurant. We subsume scripts under frames/domains.

Another theoretical construct that can be understood as a type of frame or domain
is the so-called ‘theory theory’ of categorization found in cognitive psychology.
Advocates of the theory theory argue that our understanding of categories such
as HORSE or HAMMER is based not on perceptual features but on theories of
biclogical kinds and artifacts respectively (Murphy and Medin 1985). For instance,
we have at Jeast a folk theory of biological kinds that indicates that individuals
of the same category {e.g. HORSE) are members of that category by virtue of
descent and reproduction, and perceptual similarity of horses (and the distinctness
of individuals of other species) are a result of those basic biological patterns.
Likewise, hammers are defined by the fact that they are manufactured by human
beings for a particular function, and perceptual similarity of hammers {(and the
distinctness of other kinds of artifacts) are a result of their intended function. In
frame semantic terms, the base for HORSE includes the ‘theory’ of biological
kinds and the base for HAMMER includes the ‘theory’ of artifacts (see Fillmore
1986a:54).

Fillmore also uses the notion of framing to describe differences in the com-
munity or social domain of use of a word (Fillmore 1982a:127-29). For exam-
ple, he notes that in the legal domain, that is, the community that engages in
fegal activity, the concepts of MURDER and INNOCENT differ from those con-
cepts used outside that domain/community. In the legal domain, MURDER is pro-
filed in a frame/domain where it contrasts with MANSLAUGHTER, but outside
that domain, MURDER is profiled in a domain lacking that contrast. In the legal
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domain, INNOCENCE is profiled against a frame in which innocence and guilt are
the result of judgements in a trial (and in fact, guilfTan be established only after
the completion of the trial). Qutside that domain, INNOCENT is profiled against a
frame in which innocence and guilt are defined by whether the person in question
committed the crime or not. Gther concepts such as FLIP STRENGTH exist only
in a specialized comimunity, in this case publishers of porrography (the interested
reader may turn to Fillmore 1982a:12 for further details). Hence, frame semantics
is being extended to describe differences that appear to be defined on social rather
than conteptual grounds. But there is a link between the two. Communities are
defined by the social activities that bind the members together. Clark argues that
communities involve the possession of shared expertise among their members: the
specialized knowledge that is acquired by engaging in the activities that define the
community (Clark 1996:102—4). This shared expertise is the conceptual structure
that is found in the frame/domains of the concepts symbotized by the specialized
vocabulary used by members of the community.

The distinction between profile and frame/domain is a useful tool for analyzing a

number of interesting semantic questions. In particular, some distinctions in word -

meaning apply not to the profiled concept — what is usually thought of as ‘the
definition” of a word —~ but to its frame/domain.

For example, some concepts appear to denote the same thing in the world but
profile it against a different frame. For example, LAND and GROUND denote
(profile) what seems to be the ‘same thing,” but against different frames: LAND
describes the dry surface of the earth in contrast with SEA, while GROUND de-
scribes the dry surface of the earth in contrast with AIR (Fillmore 1982a:121).
The frame chosen by one'word or another allows one to make different inferences:
Fillmore notes that a bird that spends its life on land does not go in the water, but
a bird that spends its life on the ground does not fly (ibid.). Langacker offers the
example of ROE and CAVIAR, both being fish eggs: ROE is profiled against the
frame/domain of the reproductive cycle of fish, while CAVIAR is profiled against
the frame/domain of food preparation/consumption (Langacker 1987:164-63).
Another example is FLESH, profiled against the frame/domain of the body’s
anatomy, vs. MEAT, profiled against the frame/domain of food. The semantic
difference is reflected in the collocations flesh and bones, describing an emaciated
body, and meat and potatoes, describing a bland but filling type of meal (contrast
meat and bones and flesh and potatoes).

The alternative framing of the same profile is particularly common with terms
that are evaluative in character. For example, STINGY profiles one end of a scale,
the opposite of which is GENERQUS; while THRIFTY appears to profile the
same end of the same scale, and.its opposite end is profiled by WASTEFUL
(Fillmore 1982a:125). The difference is the orientation of the associated evaluative
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scale: the evaluation of STINGY-GENEROUS is the inverse of that for THRIFTY-
WASTEFUL. Of course, a speaker may choose to frame someone as either
STINGY or THRIFTY. In other words, how an experience is framed is a mat-
ter of construal: it depends on how the speaker conceptualizes the experience to
be communicated, for the understanding of the hearer. This is only one example of
the construals that pervade human conceptualization of experience (see chapter 3).

Another type of evaluative framing effect is more indirect, as in the example
FETUS vs. UNBORN BABY, terms used by opposing sides of the debate on
abortion, FETUS profiles the entiiy in question against a more general MAMMAL
frame: any mammal’s unborn progeny may be called a ferus. This frame makes
abortion appear less morally repugnant, since it is widely accepted in society that
animals can be killed for certain purposes. The complex phrase UNBORN BABY
exploits two frames. BABY profiles the same entity against the more specific
HUMARN frame: we prototypically use baby only for human offspring. Both BABY
and UNBORN profile the entity against its projected later lifestage, namely after
birth. These frames make abortion appear more repugnant, since killing humans is
accepted only under quite restricted circumstances {e.g. war and self-defense), and
all agree that once a fetus is born, it is a human being. The difference in framing
the entity denoted by fetus or unborn baby therefore orientates (or biases, to frame
it differently!} the hearer towards the political stance on abortion adopted by the
speaker.

The above examples all illustrate different words that profile the same concept
bui in subtly different frames. There are also examples where a single word is
usually analyzed as polysemous — having distinct albeit related meanings — but
where those meaning differences are more due to differences in frame rather than
differences in profile. For example, a word such as mouth describes roughly the
same concept profile but with different frames:

(15} mouth: BODY, BOTTLE, CAVE, RIVER

In the examples of frames for mouth in (15), mouth can be thought of as denofing
the same type of profile, namely the opening to a container (however, a cave may
have several openings to the earth’s surface, and the container of a river is defined
by both the riverbed and gravity). The word mouth is generally considered to be
pelysemous, that is, it has a sense for each of the profile-base pairings (senses that
may not share the same word in other languages). In other words, the profile alone
is insufficient in defining the senses of mouth. . ‘

The profile-frame/domain distinction is particularly useful in understanding

" the nature of semantic differences between words and their apparent translation

equivalents in different languages. The profile-frame/domain distinction may shed
light on some aspects of why translation is difficult and often unsuccessful.
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One can find frame-based semantic contrasts across languages that are similar to
those found within a single language such as LAND/GROUND. Fillmore contrasts
the English word concept LUKEWARM with the Fapanese word concept NURUL
Both concepts profile the state ‘at room temperature,” but for English speakers
LUKEWARM is used for liquids that are ideally hot or ideally cold, whereas
for some Japanese speakers NURUI is used only for liquids that are ideally hot
(Fillmore 1982a:121).

Sometimes linguistic differences across languages represent differences in how
much infotmation is specified in the frame, rather than something about the inherent
struciure of the profiled concept. English river profiles a more or less permanent
flow of water in a natural channel, presupposing a frame specifying the relevant
topographical features. French contrasts riviére and fleuve. The concepts for both
French words is essentially the same as the concept for the English word — a natural
flowing waterway — but the frame is more specific than the English frame for each
word: fleuve specifies in addition that it is a major waterway that flows into the sea,
unlike riviére. Hence a translation of fleuve as river is partly accurate (the profile),
but not completely so (its frame). Another example is English eat, which profiles
the process of consuming food. German contrasts essen and fressen: both describe
the process of consuming food also, but the former specifies that the eater is human
and the latter that the eater is an animal (nonhuman). This is a framing effect and
is therefore subject to construal (§3.3). That is, one can use the term fressen o
describe the action of a human being, but it frames that action much differently
than essen, leading to a construal of the action as being animal-like (crude, sloppy,
ete.). .

The nature of word meaning across languages is sometimes obscured by analysts
who do not distinguish between profile and frame in their word definitions. For
example, some languages are described as having words that correspond to whole
sentences in English. Two candidate examples are given in (16)—(17), the first from
a native American language and the second from a Evropean language:

{16) Alabama ispaspaakéhmit ‘to be shaped into a patty, shaped like a biscuit {said
of the shape of the mixture of brains and moss used for curing hides)’ (Sylestine
et al. 1993:203)

(7 Swedish tura — 'sitting on the boat going back and forth between Helsingborg
and Helsinggr’ (Karina Vamling, pers. comm.}

By distinguishing profile from frame/domain, we may give a more straightfor-
ward semantic analysis. The concepts profiled are pretty simple: ispaspaakdhmit
profiles a shape and #ira profiles sitting. But the frames in which the concepts are
situated are very specific (in [17], staying on the boat means paying only one fare
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and drinking duty-free alcohol). A similar English example would be genuflect.
Genuflect profiles more or less the same concept as kneel, a bodily movement —
but in a highly specific frame, namely Catholic religious practice. But even less
cuiturally specific word concepts can be fruitfully divided into profile and frame.
A radius profiles a line segment; the differenice between radius and line segment
is found in their frames.

The profile-frame distinction also allows for a natural analysis of words in
languages that have been described as ‘untranslatable’ in a more profound way
than the examples of fleuve or fressen given above. For example, Geertz gives a
lengthy explication of Javanese rasa, part of which is quoted below:

Rasa has two primary meanings: ‘feeling’ and ‘meaning’. As ‘feeling’ it is one
of the traditional Javanese five senses ~ seeing, hearing, talking, smelling and
feeling, and it includes within itself three aspects of ‘feeling’ that our view of
the five senses separates: aste on the tongue, touch on the body, and emotional
‘fecling” within the ‘heart’, like sadness and happiness. The taste of a banana is
its rasa; a hunch is & rasa; a pain is a rasq; and so is a passion. As ‘meaning’,
rasa is applied to words in a letter, in a poem, or even in common speech to
indicate the between-the-lines type of indirection and allusive suggestion that is
s0 important in Javanese communication and social intercourse. And it is given
the same application to behavioral acts generally: to indicate the implicit import,
the connotative ‘feeling” of dance movements, polite gestures, and so forth. But
in this second, semantic sense, it also means ‘ultimate significance’ ~ the deep-
est meaning at which one arrives by dint of mystical effort and whose clarifi-
cation resoives all the ambiguities of mundane existence [etc.]. (Geertz 1973:
134-35)

Basically, understanding the meaning of rasa presupposes understanding large
portions of Javanese culture and worldview. In frame semantic terms, the concept
RASA presupposes a frame consisting of much of Javanese culture. Examples of
this type can also be found closer to home. For example, a translator dealing with
a twentieth-century German philosophical work, writes about the term Bildung:
‘Bildung is translated by “culture™ and related forms such as “cultivation”, “culti-
vated” . . . The term has the flavor of the late-eighteenth and nineteenth centuries
and played a key role throughout German-speaking Europe’ (Gadamer 1989:xii).
That is, BELDUNG is profiled against a frame of the culture of the German intel-
lectual elite stretching back almost two centuries.

In other words, the reason that words such as rasa and Bildung are ‘untranslat-
able’ is because of the culture-specific character of the frame/base against which
the concept is profiled. Translating rasa as feeling or meaning, or Bildung as
cilture, approximates the profile of the concept but does not have the same frame
at all,
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2.4  Extensions of the basic profile-frame/domain distinction

The distinction between profile and domain/frame is a fundamental one
in the theory of semantics used in cognitive linguistics. It has nevertheless proved
to be insufficient in itself to capture a number of important semantic phenomena,
and the basic theory has been elaborated in several directions.

2.4.1 locgtional and configurational profifes

One extension of the frame semantic model recognizes two different kinds
of profiles. Consider again the SPACE domain. A concept like RECTANGLE is
profiled in the SPACE domain. Note that an octagon is an octagon wherever it is lo-
cated in space. What matters for the profile of RECTANGLE is simply the number
and configuration of line segments forming the sides. The profile for RECTAN-
GLE contrasts with the profile of a spatial concept such as HERE. HERE profiles
a location in SPACE, one that is defined with respect to the position of the speaker.
You cannot move the profiled location without changing the concept, The same
constraint applies to a concept like MOUNT TAMAZLPAIS. This concept also pro-
files a location in SPACE; another mountain in another location is not, nor ever will
be, MOUNT TAMALPAIS (in contrast to MOUNTAIN, which is a topographi-
cal configuration that can be located anywhere). These are two different kinds
of profiles: RECTANGLE has a configurational profile and HERE or MOUNT
TAMALPAIS has a locational profile (Langacker 1987:153; Clausner and Croft
1999:7-13).3

Not every frame/domain can support both kinds of profiles. Color words, for
example, specify regions in the HUE scale; if one moves to a different location on
the HUE scale, then the concept changes, for example from RED to YELLOW.
But there is no configurational profile on the HUE scale. This is not a fact about alt
one-dimensional scalar domains. For example, the domain of (musical) PITCH has
both locational and configurational profiles. For example, particular notes such as
C-SHARP, or more precisely one specific note such as C#” (the C-sharp an augmen-
ted octave above middle C), profiles a single location on the pitch scale. However,
a musical interval such as OCTAVE has a configurational profile: an OCTAVE
is an octave wherever it occurs as long as the pitch interval is correct (Clausner
and Croft 1999:10). More generally, measurable one-dimensional scalar domains
such as PITCH, LENGTH and so on allow for both locational and configurational

3 Langacker argues that the locational-configurational distinction applies to domains, but Clausner and
Croft demonstrate that the same domain can support locational and configurational profiles.
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profiles. Antonymic adjectives such as TALL/SHORT (see chapter 7) profile a
patticular location or direction on a scalar domain. Units of measurement on the
scale, such as INCH or FOOT, profile configurations: an inch is the same interval
no matter the locations subsumed under the measured interval.

242 Scope of predication

In §2.2, we used the example of NIECE, demonstrating that its proper
definition presupposes the system of kinship relations. But we do not need the
entire kinship system in order to understand the concept NIECE, Only a small part
of it is necessary as represented in Figure 2.2 (the gender-neutral square symbol
is used because the intervening kin for NIECE may be male or female).

AL=0

—

_H__nﬁu [} rGO

O NIECE

Figure 2.2 NIECE

The relevant part of the kinship system for defining NIECE is called the scope of
predication for the concept (Langacker 1987:118-19; renamed immediate scope
{Langacker 1999:497).

An example of different scopes of predication can be found in the behavior of
human body parts such as the following parts of the arm (Langacker 1987:119):
KNUCKLE C FINGER-C HAND C ARM C BODY. Each one has its imme-
diate successor as its scope of predication. Possessive constructions referring to
wholes within the scope of predication are acceptable, but if the whole is beyond
the scope of predication, then the sentence is odd (Langacker 1987:119; but see
§6.2.1.7): ‘

{i%) a. A body has two arms.
b. A hand has five fingers.
¢. A finger has three knuckles and a fingernail.
d. 7An arm has five fingers.
e. 77A body has twenty-eight kauckles.
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Nested scopes of predications can be generalized fo nesting of frames/domains
in general.

2.4.3 Relationships between domains

Much more complex is the elaboration of the relationships among do-
mains — not surprisingly, since this touches on the organization of human knowl-
edge in the mind.

An impostant fact about profiles and frames/domains is that one can have suc-
cessive chains of profile-frame relations. The concept RADIUS can only be under-
stood in terms of CIRCLE, as noted above. But the concept CIRCLE can itself only
be understood in terms of (two-dimensional) SPACE. That is, the word circle pro-
files CIRCLE against the SPACE frame. In other words, & concept that functions
as the frame/domain for other concepts is itself a profile for another conceptual
frame/domain. In other words, whether a conceptual structure is the profile or
frame/domain is a matter of construal (see §§2.3, 3.2).

“The chain of profile-frame relations does eventually bottom out, when we reach
directly embodied human experience. SPACE is a good candidate for a directly
embodied human experience. Langacker calls domains rooted in directly embod-
ied human experience basic domains (Langacker 1987:148); he calls nonbasic
domains abstract domains. A major theme of Lakoff and Johnson’s cognitive lin-
guistic research is that even our most abstract knowledge is ultimately grounded

"in directly embodied human experience (Lakoff and Johnson 1980, chapter 12;

Tohnson 1987; Lakoff and Johnson 1999), Other examples of basic domains be-
sides SPACE are MATERIAL, TIME, FORCE and a host of perceptual and bodily
sensations (COLOR, HARDNESS, LOUDNESS, HUNGER, PAIN etc.). There
are also emotional and other mental states and processes, and also social proper-
ties, relations and processes, that do not presuppose other domains. Exactly which
mental and social domains are basic depends on one’s theory of mind and social
interaction, and so we will not make any specific proposals here.

The relation between an abstract domain and the basic domain it presupposes
is not a taxonomic relation (or, as H.mmmmow@w calls such relations, a schematic
one). It is a relationship of concept to background assumption or presupposition.
This distinction is sometimes obscured by the English language. For example, the
word shape as a mass noun stands for the domain, but as a count noun (a shape)
it is a more general or schematic concept subsuming [CIRCLE], [SQUARE],
{TRIANGLE] and so on. A more general or schematic concept is not the domain
for the particular concept; in fact, a schematic concept is itself profiled in the
same domain as its instantiation. As will be seen below, it is not always easy to
distinguish a taxonomic relation from a profile-domain relation.
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Langacker argues that some domains involve more than one dimension
(Langacker 1987:150-51). An obvious case is space, which involves three di-
mensions (some concepts such as CIRCLE need only two dimensions for their
definition; others such as LINE need only one). Many physical qualities that are
grounded in the experience of sensory perception, such as TEMPERATURE and
PITCH, are one-dimensional. Others, such as COLOR, can be divided into HUE,
BRIGHTNESS and SATURATION. Generally, dimensions of a domain are all si-
multaneously presupposed by concepts profiled in that domain. This is the critical
point: a concept may presuppose several different dimensions at once.

In fact, a concept-may presuppose (be profiled in) several different domains.
For example, a human being must be defined relative to the domains of physical
objects, living things and volitional agents (and several other domains, e.g. emo-
tion). The combination of domains simultaneously presupposed by a concept such
as HUMAN BEING is called a domain matrix. Langacker makes the important
point that there is in principle only a difference of degree between dimensions of a
domain and domains in a matrix (Langacker 1987:152). In practice, we are more
likely to call a semantic structure a domain if there are a substantial number of
concepts profiled relative to that structure, If there are few if any concepts profiled
relative to that structure alone, but instead there are concepts profiled relative to
that structure and another one, then those structures are likely to be called two
dimensions of a single domain. The term ‘domain’ implies a degree of cognitive
independence not found in a dimension (see also §5.3.1).

The domain structure presupposed by a concept can be extremely complex. Let
us now consider how one would define what seems to be a kind of physical object,
the letter T. It is directly defined as a letter of the alphabet; its base (domain) is
hence the alphabet. The alphabet is itself an abstract domain presupposing the
notion of a writing system — it is not just an instance of a writing system, since
the latter involves not just a set of symbols such as an alphabet but also the means
of putting them together, including the direction of letters on a page, spaces for
words and so on. The domain of writing systems in turn presupposes the activity of
writing. The activity of writing must be defined in terms of human communication,
which presupposes the notion of meaning ~ perhaps a basic domain, since the
symbolic relation appears not to be reducible to some other relation — and visual

sensations, since writing is communication via visually perceived inscriptions,
rather than auditorily or through gestures. And since writing is an activity, the
domains of time and force or causation (both basic domains: see §3.5) are also
involved in the domain matrix of writing, since the letter T is the product of an
activity. Since writing is a human activity, it presupposes the involvement of human
beings. Human beings are living things with mental abilities, such as volition,
intention, cognition and emotion (themselves dimensions of the mental domain or
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better domains in the matrix of the domain of the mind). Living things in turn are
physical objects endowed with life. Physical objects possess material existence and
are spatial entities (although material objects always have spatial extent, spatial
objects like geometric figures can exist without material embodiment).

A diagram exhibiting ali of the basic-abstract domain relations presupposed
in defining the concept of the letter T is given in Figure 2.3 (based on Croft
1993[20021:170, Fig. 2.1; the profiled concept is given in boldface, and the basic
domains are given in capitals),

T

alphabet

~

writing system

writing

T~

communication VISION

\7

TIME FORCE  human beings

E MIND

LIFE . physical objects

PN

MATTER . SPACE

Figure 2.3 Domain structure underlying the concept of the letter T

From this, it can be seen that it is incorrect to describe the concept of the letter
T simply as belonging to the domain of writing, as a typical informal theory of
domains would most likely have it. The vast majority of concepts belong to abstract
domains, which are themseives profiled in complex domain matrices, often also
abstract and so ultimately presuppose a large array of basic domains that can be
called a domain structure (Croft 1993[2002}: 169; this corresponds to Langacker’s
maximal scope [Langacker 1999:497).

It is not easy to distinguish profile-base relations from taxonomic/schematic
relations (that is, type vs. instance). For example, is writing an instance of human
communication, or is writing an instance of an activity that can only be understood
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in terms of the goals of human communication? Figure 2.3 assumes that the
latter is a more accurate description. Likewise, since writing is an instance of
human activity, human activity does not appear as its domain, but the various
domains that it presupposes — time, change, force, volition — do appear, because
anything presupposed by a human activity will be presupposed by any instance
of it. .

It is also difficult to determine direct vs. indirect reference to a domain. The
definition of an arc does not directly presuppose two-dimensional space, but rather
it presupposes a circle which in turn presupposes two-dimensional space. Thus,
an arc is not directly a two-dimensional object per se, but only such by virtue of
being a part of a circle. Likewise, the letter T is not directly a shape, but only such
by virtue of being a letter of the alphabet. But in fact, is the letter T a shape by
virtue of being a letter of the alphabet, or by virtue of being the physical product of
the activity of writing? Figure 2.3 assumes that it is best described as the former,
since the set of symbols is a set of shapes.

Another similar problem in this example is the location of the domain of mental
ability. The activity of writing is a volitional, intentional activity, so it presupposes
the domain of mental ability. But mental ability is presupposed by writing because
writing presupposes human involvement, and the human involvement involves
volition and intention. Determining the exact structure of the array of domains
upon which a profiled concept is based requires a careful working out of the
definitions of concepts.

A further complication in the relation between profiles and domain matrices is
that a word sometimes profiles a concept in only one of the domains in the domain
matrix, or even just a domain deeply nested in the domain structure. The contrast
can be illustrated by the concepts PERSON and BODY. PERSON is profiled against
the abstract domain of HUMAN BEING (along with MAN, WOMAN etc.). The
concept of HUMAN BEING is in turn profiled against the domain matrix of
LIVING THING + MIND: human beings are living things with certain mental
states and abilities (recall the classical definition of man as a rational animal).
LIVING THING is in turn profiled against the domains of PHYSICAL OBJECT
and LIFE: living things are physical objects endowed with life. The concept BODY
represents a person’s physical reality (alive or dead). Its base is nevertheless still
the abstract domain of HUMAN BEING (or more precisely ANIMAL), but it
profiles just the PHYSICAL OBJECT domain in the domain structure underlying
HUMAN BEINGS. Contrast BODY with SOUL, which profiles a nonphysical
domain of a human being, what we have called MIND for convenience; or with
CORPSE, which profiles the PHYSICAL OBJECT domain but also profiles a
particular region in the LIFE domain, namely DEAD.
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2.5  Domains and idealized cognitive models

An important insight of Fillmore and Lakoff in their early work on
frames/domains is that the knowledge represented in the frame is itself a con-
ceptualization of experience that often does not match the reality. The example
most cited to illustrate this point in the cognitive literature (not just linguistics but
also philosophy, psychology and artificial intelligence) is the concept of BACH-
ELOR (Fillmore 1975:128-29; 1977a:68-70). A simple conceptual analysis of
BACHELOR is an ADULT UNMARRIED MALE. This definition may suit most
normal cases. But there are a number of cases where speakers react with uncertainty
as to whether the person involved is a bachelor or not:

[§82))] a. The Pope

b. Tarzan

¢. An adult male living with his girlfriend

d. A male homosexual

e. A male homosexual living with his boyfriend

f. -A seventeen-year-old Hving on his own, running his own Internet firm, and
dating several women. [cf. a seventeen-year-old living with his parents and
going to school, who virtually all agree is not a bachelor]

The apparent problem with the simple definition of BACHELGR as ADULT
UNMARRIED MALE is not that the definition is too simple (but see below),
There is a sense in which the meaning of bachelor really is just ‘adult unmarried
male’. It is just that the concept BACHELOR is profiled against a frame that
does not accommodate the variety of actual social statuses found in the real world
(Fillmore 19774:69; 1982a:117-18). The frame for BACHELOR represents an
idealized version of the world that simply does not include all possible real-world
situations. Lakoff calls such a frame an idealized cognitive model (ICM; Lakoff
1987, chapter 4).

The analysis proposed in the preceding paragraph makes it look as if the informa-
tion in the frame for the idealized cognitive model ~ just ADULT UNMARRIED
MALE ~is simpler than the reality that often does not match the idealization. Butit
is not. The ICM for BACHELOR, or rather the ICMs for ADULT, UNMARRIED
and MALE have to include much more information than is usually associated with
those labels. The ICM for ADULT must include reference to living arrangements,
relationships to parents, and occupational activity (see [19b] and [19f]). The ICM
for UNMARRIED must include a life history sequence in which adolescence is
followed by an absence of lasting sexual relationships and thea followed by mar-
riage, without taking vows of celibacy (see {19a} and [19¢]). The ICM for MALE
must also include sexual orientation (with an eye to reproduction; see [19d] and
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[19¢]). In other words, the ICMs for BACHELOR are going to be as detailed and
as hedged as reality in order to describe the ‘ideal’ life history and lifestyle that is
implied by BACHELOR.

Searle (1979) argues that in fact the frame for any word concept is going to
be infinitely complex. Searle is interested in what he calls the background as-
sumptions for defining the literal meaning of words; in frame semantic terms, the
background assumptions are the frame(s) for understanding the literal meaning of
a linguistic expression. Searle argues that the sort of background knowledge that
is relevant to a linguistic expression’s meaning cannot be enumerated in such a
way that all contexts of use can be predicted. That is, a basically infinite set of
background assumptions are required to characterize the literal meaning of an ut-
terance, and hence its appropriate use in context. Consider the following example
(Searle 1979:127):

(v20)] Give me a hamburger, medium rare, with ketchup and mustard, but easy on the
relish.

We assume we understand what the meaning of this request is; we invoke a back-
ground frame of fast food restaurants, the ordering and serving of food, how a
hamburger is cooked and garnished, and 50 on. But there is more to it than that:

Suppose for example that the hamburger is brought to me encased in a cubic
yard of solid lucite plastic so rigid that it takes a jack hammer to bust it open, or
suppose the hamburger is 2 mile wide and is “delivered’ to me by smashing down
the wall of the restauraat and sliding the edge of it in. (Searle 1979:127)

These situations are admittedly unlikely to be encountered in real life, in the way
that unmarried men living with their girifriends or homosexual men commonly are
encountered. Nevertheless, in the frame for ordering a hamburger we would want
to represent the assumptions that it is not supposed to be too large, nor encased in
solid lucite plastic, nor any of an indefinitely large number of other things that one
could do o a hamburger.

Langacker makes a similar observation with a similar type of example, given in
(21) (L.angacker 1988:16):

(21} He is barely keeping his head above the water.

We may think we know what this sentence means, but
imagine a race over the ocean by helicopter, where the contestants must transport
a severed head, suspended by a rope from the helicopter, from the starting line to

the finish; 2 contestant is disqualified if the head he is carrying ever dips below
the water’s surface. (Langacker 1988:16-17)
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In other words, we have to bring to bear our full knowledgeé of the way the world
is or, more accurately, the way we expect the world to be, in order to describe the
precise meaning of an utlerance. )

Another way of saying this — the more common way of saying it in cognitive
linguistics — is that we have to call on our encyclopedic knowledge in order ©
properly understand a concept. Some semanticists have argued that only a small
subset of our knowledge of a concept needs to be represented 2s the linguistic
meaning of a word; this is known as the dictionary view of linguistic meaning.
But the frame semantic model of linguistic meaning highlights the failings of
the dictionary view (Fillmore 1982a:134; 1985:233). The dictionary view fails
because it generally describes only the concept profile, or at best a very simplified
version of the concept frame implicit in a concept profile (see Haiman 1980 for
further arguments; see also Quine 1951[19617). Once one begins to specify the
conceptual structure of the frame that supports the concept profile for a word or
linguistic expression, the semantic structure quickly expands to encompass the
total (encyclopedic) knowledge that speakers have about the concept symbolized
by the word or construction.

Of course, encyclopedic knowledge is all interconnected in our minds. If the
meaning of a word includes the frame as well as the profile, then one must abandon
the concept of word meanings as small discrete chunks of conceptual structure.
Langacker proposes an alternative model of the meaning of 2 word as an access
nede into the knowledge network (Langacker 1987:161-64):

The entity designated by a symbolic unit can therefore be thought of as a point of
access to a network. The semantic value of a symbolic unit is given by the open-
ended set of relations . . . in which this access node participates. Each of these
relations is.a cognitive routine, and because they share at least one component the
activation of one routine facilitates (but does not always necessitate) the activation
of another. (Langacker 1987:163)

A word meaning is therefore a perspective on our knowledge of the world, as
seen through the concept profiled by the word. This view of word meaning is not
that different from the view of a conceptual category in cognitive psychology as a
means of accessing further information about the individual categorized. This view
of word meaning also highlights how choosing a word is a way of construing the
relationship between the experience being communicated and the interlocutors’
existing knowledge. -

In the example of the ICM for the word bachelor, the amimmomm from the ICM
were all examples in which it is not clear whether bachelor is applicable to those
cases at alf. For other words, a modifier is appended to the word to indicate deviation
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from the ICM. For example, Lakoff describes the ICM for mother as involving a

cluster of several different ICMs (Lakoff 1987:74-76):

(22) BIRTH: the person giving birth is the mother
GENETIC: the female who contributed the genetic material is the mother
NURTURANCE: the female adult who nurtures and raises a child is the mother
of that child
MARITAL: the wife of the father is the mother
GENEALOGICAL: the closest fernale ancestor is the mother

The cluster ICM (as Lakoff names it) is essentiafly a domain matrix. Thanks
both to modern medicine and to traditional social arrangements, the real world
has many cases where only parts of the cluster model for MOTHER applies to
particular individuals. These deviations from the cluster ICM are indicated by
conventional compounds and adjective -- noun expressions:

(23 a. stepimother: fits the NURTURANCE and MARITAL models but none of the
others
b. foster mother: fits the NURTURANCE model but none of the others
¢. birth mother: fits the BIRTH model but none, or not all, of the others
d. generic mother: fits the GENETIC model but not alf of the others
e. unwed mother: fits (probably) all but the MARITAL model (etc.]

Nevertheless, one might still obtain varying results if asking of individuals falling
under any of the categories in (23) whether she is the ‘real mother’ of the child
(see chapter 5).

In other cases, there is clearly an ICM but linguistic convention has allowed the
word, unmodified, to describe situations that lack some of the properties of the
ICM. Fillmore gives the example of the ICM for breakfast, which has as its frame
acycle of meals, and profiles ‘the one which is eaten early in the day, after a period
of sleep, and for it to consist of a somewhat unique menu’ (Fillmore 1982a:118).
But you can work through the night and have eggs, toast and so on at sunup and
call it breakfast; you can sleep till 3pm, get up and have eggs, toast ang so on
and call it breakfast; and you can sleep through the night and in the morning have
chocolate cream pie and a martini and call it breakfass (ibid., 118-19). Each of
these cases lacks one feature of the ICM for BREAKFAST. One can also call a
meal breakfast that lacks both ‘early in the day’ and ‘after a period of sleep’ to0:
restaurants exist that serve breakfast all day (ibid.; the menu feature appears to be
more important than the other two).

Another example similar to BREAKFAST is the ICM for lie (Coleman and
Kay 1981). The ICM for LIE, such that a speaker S telling an addressee A the
proposition P is a lie, is:
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24y a. Pis false.
b. S believes P to be false.
c. Inuttering P, S intends to deceive A.

Coleman and Kay performed an experiment with stories designed to test every
combination of the features listed in (24), and found that, in general, the situations
with more of the three properties (24a/b/c) tended to be described by experimental
subjects more often as lies than situations with fewer of the properties. Two situa-
tions (at least) have conventional expressions that indicate their deviation from the
ICM. Polite social lies such as saying What a lovely party! or How nice to see you!
can be said in circumstances in which (24a/b) hold but {24¢) does not. The other
situation can be iflustrated with the exchange in (25) (Coleman and Kay 1981:29):

(25) John: Where are you going?
Mary: [out to buy John's birthday present] We’re out of paprika.

In the situation in {25), (24a/b) do not hold but (24c¢) does (just the opposite of social
lies); in this situation an English speaker could say that Mary is being economical
with the truth.

In the case of breakfust and lie, the word profile extends to a range of situations
whose features vary. Nevertheless, there appears to be agreement as to the situation
that counts as the ICM for these words. JCMs thus give rise to judgements of graded
centrality to members of a category, a phenomenon that is usually described as

‘prototype effects (see Lakoff 1987 and chapter 4).

2.6  Mental spaces

Semantic frames/domains represent one of the two major organizing prin-
ciples for conceptual structure, The other important organizing principle is the one
illustrated by the examples in (26):

(26) a. Gina bought a sports car.

. Giorgio believes that Gina bought a sporis car.

Paolo believes that Gina bought a pickup truck.
Gipa wants to buy a sports car.

. Gina will buy a sports car.

f. If Gina buys a sporis car, thea she will drive to Paris.

/e

In (261), a situation is asserted (profiled), evoking the frame/domain of com-
mercial transactions. In (26b), the same situation is represented, but as a belief
rather than a fact. Example (26¢) demonstrates that such beliefs may be at vari-
ance with the facts, and with other beliefs. In (27d), the same apparent situation
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is also represented, but it has a different status: the event has not taken place, it is
only something in Gina’s mind. In fact, even the sports car may exist only in Gina’s
mind. Example (26e) is more similar to (26d) than (26a), even if it is a prediction
about the real world: the event has not taken place. Finally, in example (26f) the
event is again hypothetical, and so is the event described in the consequent clause.

In a truth-conditional semantics, (26a) is unproblematic, but (26b—f} are. The
situation ‘Gina has bought a sports car” is false in (26d—e), but not necessarily false
in {26b—d) or even (26g). One must be able to distinguish between the status of
situations depending on whether they are true in the real world, or whether they
are only true in someone’s beliefs or desires, or true at another time in the real
world.

In a truth-conditional semantics, the standard way of representing the status of
situations is as possible worlds: there is the real world, and then there are worlds
with situations that are possible but not (necessarily) actual. Possible worlds are
then identified with a person’s beliefs or wishes or some other mental attitude. Pos-
sible worlds pose metaphysical problems for many people, however. Do possible
worlds exist? If so — or especially if not — where are they?

Fauconnier (1985, 1997; see also Fauconnier and Sweetser 1996) proposes an
alternative model of representing the status of knowledge that is metaphysically
more attractive and attows for elegant solutions to a number of problems in semantic
and pragmatic analysis. Fauconnier replaces the notion of a possible world with
that of a mental space, and argues that the mental space is a cognitive structure.
That is, the allocation of a situation to ‘Gina’s desire,” ‘Paclo’s belief” or “The
hypothetical situation’ is done in the mind of the speaker (and hearer), not in
some as vet unclear metaphysical location. Fauconnier then proposes a set of
principles for the interpretation of utterances and the assignment of situations to
the appropriate mental space. We briefly present Fauconnier’s model and a number
of examples here; the reader should consult his work for detailed arguments in favor
of his model over truth-conditional approaches to the same phenomena.

Utterances such as (26a) are normally construed as situating events or states in
a base space (Fauconnier 1997:38-39), normally the present reality (more pre-
cisely, the mutually known world of the interlocutors; in Fauconnier 1985 this is
called the reality space}. Utterances such as (27b-f) have elements that Fauconnier
describes as space builders: included in their meaning is the setting up of a new
space different from the base space and linked to it. Space builders include a
wide range of semantic phenomena corresponding not only to possible worlds in
logical semantics but also a variety of other operators, including temporal expres-
sions {[27a]; see Fauconnier 1985:29~30, 33--34; Fauconnier 1997, chapter 3),
image or *picture noun’ contexts ([27b]; Fauconnier 1985:10-12), fictional situ-
ations ([27¢}; ibid,, 73-81), games and other systems ([27d3; ibid, 31), negation
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and disjunction ([27e~f]; ibid., 92, 96-98) and the separate cases in quantification
([27g]; see Fauconnier 1986):

2N a. In 1770, France was a monarchy.

In the photo, she has black hair.

In the movie, lan McKellen is Gandalf.

. In this game, aces are low.

. Idon’t have a car.

. Either you take a cab or you walk home.
g. Bvery guest got a receipt.

- sn o

All of these examples have in common the building of a mental space in which
a situation is held to be ‘true’ in that space only. More generally, we can say
that just as words and constructions evoke semantic frames/domains, words and
constructions also build spaces; at the very least, they ‘build’ or evoke the base
space. The relevant word or construction then conventionaily specifies that the
asserted situation holds in the appropriate space.

Between the base space and any built space, there must be a mapping of the
elements found in each space. Many interesting and puzzling semantic and prag-
matic phenomena are a product of the possible mappings between spaces. We
may divide the phenomena found in the mapping into two parts. First, what do
the named elements of the built space (e.g. Gina and sports car) correspond to,
-if anything, in the base space? Second, what conceptual structures from the base
space also occur in the built space(s), and vice versa? We begin with the first
Question.

In (26d), it seems straightforward to say that the person named Gina in the desire
space built by Gina wants . . . is mapped onto Gina in the base space. Baut the object
described as a spores car may or may not correspond to anything in the base space:
Gina may have seen a particular car on the lot, or she may not have any specific
car in mind. This is the distinction between a specific and nonspecific reading,
respectively, of a sports car in (26d). The specific and nonspecific readings are
represented in Figure 2.4.

Fauconnier crucially distinguishes between roles and values in mappings be-
tween spaces. A role is a linguistic description describing a category; a value is an
individual that can be described by that category. Roles can be a category or type
with various instances or tokens; sports car is such a role, since there are many
instances (values) of sports cars. A role can also be a category that is filled by a
single individual at one time but by different individuals over time; the President
of the United States is an example of such a role. Roles and values are specific to
a single mental space, and all counterpart relations between roles and values in
different spaces must be established cognitively by the interlocutors.
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specific reading

GIG,

sc: sports car {role}
R: reality space
G: Gind s want space

nonspecific reading

Figure 2.4 Specific and nonspecific indefinites

Figure 2.4 easily represents the difference between the specific and nonspecific
readings. In the specific reading of (26d), the value X’ of g sports car in Gina's
want space (3 has a counterpart value x in reality (the car she saw on the lot). In the
nonspecific reading, there is no counterpart value in reality: she imagines a sports
car she wants, but has not identified it with any existing car.

One of Fauconnier’s central insights is that many puzzling semantic phenomena
are the result of the fact that a value in one space can be described by the role its
counterpart in another space has, even if that role is invalid for the value in the
first space. This is the Access Principle (Fauconnier 1997:41; it is called the ID
Principle in Fauconnier 1985:3). For example, (28) is not contradictory (Fauconnier
1985:29):

28 In 1929, the lady with white bair was blonde,

The value in the 1929 temporal space — the blonde girl — is being described with
arole, lady with white hair, from the base space (the current reality).

Armed with the distinctions between mental spaces, between roles and values
within spaces and across spaces, and the Access Principle, Fauconnier goes on to
explain a wide range of semantic and pragmatic phenomena using these distinc-
tions. Only a selection of these can be described here.

The phenomenon described as referential opacity is illustrated in 29:

(29} Oedipus wants to marry his mother,

in the Greek myth, (29} is true under one reading (fiis mother = ‘the person you
and I know is Oedipus’ mother’) but false under another (his mother = ‘the person
Qedipus believes is his mother’). This distinction is due to the fact that Qedipus
does not know that Jocasta is his mother. In mental space terms, the individual value
named Jocasta does not fill the role his mother in Oedipus’ belief space, although
she does in reality space; see Figure 2.5 (adapted from Fauconnier 1985:49).
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R ¢

om. Cedipus’ mother (role)
JjrJocasta {value in R}

o Jocasta (value in O}

R: reflity space

O: Oedipus’ belief space

Figure 2.5 Mental space diagram for example (29)

In the true reading of (29), the description fis mother for j in R is used for the value
J in O by the Access Principle. The false reading of (29) uses the description Ais
mother in O, but it does not apply to in O. (A similar analysis can be applied to
referential/attributive ambiguities; Fauconnier 1985:159-60.)

Only a few further examples can be given of how Fauconnier’s model handles
a variety of complex reference and identity phenomena (Fauconnier 1985:45, 36,
32,135, 31, 155):

€)] a. Rose is blonde, but George thinks she’s a redhead.
b. Hitcheock saw himself in that movie.
¢. 1didn’t buy a car. Otherwise, 1 would drive it to work.
d. Your car is always different,
e. If 1 were a millionaire, my VW would be a Roils.
f. Hesperus {the Morning Star] is Phosphorus {the Evening Star].

In (30a-b), the pronoun identifies a value in a built space (George’s beliefs,
the movie) by referring to its counterpart in the base space (the blonde Rose,
Hitcheock). In (30c), the pronoun refers to a value in a negative space which has
no counterpart in reality (otherwise . . . would evokes the same negative space; see
example [32] below). In (30d), your car refers to a role and the predicate describes
its changes in value over a sequence of temporal spaces. In (30e), the value filling
the role @ Rolls in the counterfactual space is identified with the value filling the
role my VW in reality. In (30f), a classic philosophy example, two distinct values
in the prior reality space are identified as one value in the current reality space.
The second set of phenomena that Fauconnier explores is what conceptual struc-
tures from the base space aiso occur in the built space(s), and vice versa. For
example, in (26d), how much of our knowledge of reality shouid be attributed to
the hypothetical space? Obviously, one cannot aitribute to the hypothetical space
the real-world fact that Gina has not bought a sports car; that is precisely what is
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asserted in the hypothetical space. On the other hand, at least other information
about Gina, and about sports cars, not to mention much other knowledge about the
world, may be attributed to the hypothetical space.

Fauconnier first addresses the question of presuppositions (Fauconnier 1985,
chapter 3). As noted in §2.1, presuppositions are situations that are part of the
frame of a concept, but are not asserted. The question is, what is the relationship of
presuppositions in a built space to those in the base space? For example, consider
the sentences in (31} (Fauconnier 1985:89-90):

3D a. If Max has gone to the meeting, then Max’s children are alone.
b. If Max has children, Max’s children are American,

The phrase Max's children presupposes that Max has children; that is, a referring
expression presupposes the existence of its referent(s). The traditional pragmatic
analysts is that one must determine the presapposition of the whole sentence from
the presuppositicns of its parfs (presupposition projection; see, e.g., Levinson
1985:191-225). In (31a), the presupposition that Max has children ‘projects’ to the
base space. But in (31D), it does not project because it is asserted in the antecedent
clause: Max may or may not have children in the base space (reality).

Fauconnier instead introduces the principle of presupposition float; ‘informally:
apresupposition floats up [from a built space to its base space] until it meets itself or
its opposite’ (Fauconnier 1997:61). In example (31a), the built space presupposes
that Max has childrer but does not assert it. Hence the presupposition can float to
the base space. In example (31b), however, the built space asserts that Max has
children, and hence the presupposition cannot float beyond it to the base space.

Two more complicated examples are given in (32)—(33) (Fauconnier 1985:95,
93y

30 It is possible that John has chiidren, and it is possible that John's children are
away.
(33) Luke believes it’s raining and hopes that it will stop raining,

Examples (32)-(33) demonstrate that space builders may build the same space
or related nonreal mental spaces. In (32), it is possible in the second conjunct
can be construed as evoking the same possibility space that was built in the first
cenjunct. In this case, the presupposition that Yohn has children is asserted in the
hypothetical space in the first conjunct and therefore it does not float to the base
space. Example (33) demonstrates that certain built spaces are related in privileged
ways that allow presuppositions to float {see also McCawley 1981{19931:415-30).
A hope for some situation can be built on one’s beliefs, Hence the presupposition
that it is raining in the second clause of (33) is built on the assertion in the first clause
(and therefore does not float to the base space). Reversing the relation between the
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two spaces fails, because beliefs cannot be built on hopes:
(34) 97Luke hopes that it is raining and believes that it will stop raining.

Fauconnier then turns to the question of counterfactual conditionals, as in {35)
(Fauconnier 1985, chapter 4; 1997, chapter 4):

{35 If Boris had not come, Olga would have come anyway.

A counterfagtual conditional builds a space in which the antecedent clause (Boris
does not come) is explicitly the opposite of the base space (Boris did come). Again,
the question is, what structures in the base space are also found in the built space?
Fauconnier argues that previous, truth-conditional approaches to counterfactuals
transfer as much of the structure of the base space as possible to the counterfactual
space (Fauconnier 1985:118). Fauconnier instead advocates an analysis in which
only the structure relevant for the counterfactual reasoning is transferred to the
counterfactual space. He argues that the great flexibility of counterfactuals pre-
cludes transferring too much of the structure of the base space to the counterfactual
space; compare (36a—d) (ibid.):

(36} a. If Mapoleon had been the son of Alexander, he would have been Macedonian,

b. 1f Napoleon had been the son of Alexander, ke would have won the battle of
Waterloo,

c. 1f Napoleon had been the son of Alexander, he would not have been Napoleon.

d. If Napoleon had been the son of Alexander, Alexander would have been

Lorsican.
Fauconnier writes:

It would not make sense to evaluate the ‘absolute’ truth of any of these statements,
but they can ail be used to make some point, which requires only very partial
structuring of A [the counterfaciuial space] . . . such examples suggest that there is
no general linguistic algorithm for going from R [the base space]to H. (Fauconnier
1985:118)

In Fauconnier’s mote recent work {Fauconnier 1997, chapter 6; Fauconnier and
Turner 2002; see also Coulson 2000), he and Turner have emphasized the fact
that information from two different spaces, such as those in the counterfactual
conditionals in (36a—d), is blended in the resulting space, and that this blending
process occurs in a much wider range of contexts than counterfactual conditionals,
For example, (37) blends elements of a voyage by the catamaran Great America Il
from Boston to San Francisco in 1993 with a voyage by the clipper Northern Light
on the same route in 1853 (Fauconnier 1997:155-56; see Fauconnier and Turner

1994):
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37 At this point, Great America I is barely maintaining a 4.5 day lead over Northern
Light.

Obviously, Northern Light is nowhere 1o be seen in 1993, but the blend of the
1853 temporal space and the 1993 temporal space in (37) ‘makes a point’ about
the progress of Great America II. In Fauconnier and Turner’s blending theory,
example (37) evokes four mental spaces: two input spaces (in [37], the 1853 and
1993 temporal spaces); a generic space, which abstracts the commonalities from
the two spaces (the route of travel, distance traversed, time taken etc.) and thereby
defines the cross-space mapping between the elements in the two input spaces; and
a blended space, which creates a novel expressive effect, in this case an image of
arace between the current boat and a boat from the nineteenth century. Fauconnier
and Turner (2002) argue that blending is a process of space mapping that pervades
human reasoning, and explore the phenomenon of blending in a wide range of
phenomena, most notably metaphor.

At this point, blending theory has moved quite a distance from mental space
theory. Mental space theory illustrates how utterances evoke not just semantic
frames but also spaces representing the status of our knowledge (beliefs, desires
hypotheticals, counterfactuals) relative to reality, how language uses links _uﬁs.mmm
different spaces in referring to individuals, and how knowledge can float between
spaces. Blending theory has shifted the focus to how information from two spaces,
construed broadly to include domains, is combined to produce novel conceptuat
structures. This aspect of blending theory is discussed with respect to metaphor in
$8.3.3. In this chapter we have focused on the fact that the original mental space
theory describes a significant dimension for the structuring of our conceptual
knowledge orthogonal to semantic frames/domains, and offers solutions to many
semantic and pragmatic problems in addition to those illustrated in this section.
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