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LU decomposition -- manual demonstration.
Instructor: Nam Sun Wang

LU decomposition, where L is a lower-triangular matrix with 1 as the diagonal elements and U is an
upper-triangular matrix. Just as there are many combinations of 12=1.12=2.6=3-4=4-3=..., there are
infinite number of combinations of L-U. However, when the diagonal elements of L are fixed to be 1,

the remaining elements are uniquely fixed.
A=L-U linear algebraic equation A-x=b —— L-Ux=b — L.y=b where U-x=y
matrix inverse A’1=(L-U)’1=U’1-L’l
After LU decomposition, we obtain solution x in a two-step process
Step 0. A=L-U
Step 1. Solve L-y=b—— y=L"1b
Step 2. Solve U-x=y —— x=U"ly

Example 012 0\
A=1410 b:=|1
123 0/

A=L-U

012 |1 0 0] Ug Ugp Ugg
410=Lt21 1 0L 0 Uy Uy
123 |Lgp Ly 1 0 0 Ugs

work on the 1st row of A
A=0=1Uq; —>  Ug=A ;=0
A=l=1U g, ——  Upo=Ago=l
A13=2=lUgz —> Ugg=Ag3=2

10 0 |Up=0 Upp=1 Uyg=2

012
410=Lt2an 1 0L 0 Uy Uy
work on the 2nd row of A
A1 4 .
Ag=4=L o U — L21=U—=6 ... divide by 0! ... We stop here!
11
410=Llg™ 1 0] o Uy Uy

For each row, there is a step where we divide by the diagonal element of A. If any of the diagonal
element of A is 0, LU decomposition does not exist. Since which equation comes first makes no
difference in the solution of x, we swap equations, which is equivalent to swapping rows of both A

and b.



2 lu-manual.mcd

Pivot. Examine column #1 of all the rows in A, the row with the largest element in this 1st column
(in the absolute value sense) becomes the 1st row of the permutated matrix A'. Likewise swapping
for b.

Examine column #2 of all the rows from row#2 to the last row in A, the row with the largest element
in this 2nd column (in the absolute value sense) becomes the 2nd row of the permutated matrix A'".
And so on...

012 /4 10 o\ 1

A=/410]| swaprows——> A''= 1 2 3 b:=|1 swaprows—— b':=|0
123 012 0 0
A'=L-U

410 | 1 0 0//Ugg Ugp Ugg
If we work systematically from the first row of A', we can solve for unknown elements in L and U
matrices sequentially, each time with only one unknown.

work on the 1st row of A’
A 11=4=1U1 —> U11=A" 1154
A 1o=1=1-U 1) —> U 1p=A"1o=1
A 13=0=1-U 153 —> U 13=A"13=0
410 1 o o|lU 11=4 U 12=1 U 13=0
123=Ln 1 0. o0 Upp Ung

work on the 2nd row of A'
Do A1
Ag1=1=LyUn - LaF =,
11

Lo . 1,7
A gp=2=L oy U+ 1Ug —— Upp=A'pn - Lo Up=2- Z'l-;

D o . .1
A gg=3=L U3+ 1Ugz3 —>  Upg=A'p3 - LoUg=3- 2'0-3
10 of|Up=4 U=l Ugs=0

4 1 o\
=1 7
12 3= L21-Z 1 0] 0 U22=Z U23=3
012
Lap Lzl 0 0 Ujgs
work on the 3rd row of A' .
A 51=0=L 34-U L Mo,
317731V 11 — L31% =

Uy 4
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Aze-LarVi2_1-01_4
7

A'gp=l=Lg1Up+LgaUp — Lgo=
U 7
22 !
4
A 22=2=L 01U 12+ LagUogat 1-U U 20=A" L ag-Uqa— L apUpo=2— 0.0 4.3=2
33725k 3113t b3 Yogt g3 VagTA a3 Larhiyg baplpsTe s 00 9=
I 1 0 0 11U 11=4 U 12=1 U 13=0
Lyy== 1 0 =/ =
21 0 Uoso=— Uya=3
123= 4 : 225, V23
012 _ _4 2
I i 7
Thus, 11 g9 o] 41 0] 1 00][[410]
41 0
E 07 3 Lyollol s |
L= 4 U= 4 check: |4 |4 =12 3
041 00 2 041 003\012
7 ] 7| o7 7
Step 1. Solve L.y=b'—— y=L"1.b'
10 0] . = .=
110 Y1 AL ! > V1S
4 1Yo |=b=|0 L21'y1+l'y 2=b 2 — y2=b'27 |_21-y 1=0,E.1=7%
0% 1]/Vs3 O Laryarbapyorlya=hs =\ ap |y Layy,=0-01- [ 1=t
L7 ] 1 7\4) 7
Step 2. Solve U-x=y —— x=U"ly Y3 7 1
- . - - Xnes—S =S
0N, L] Usggxg=ys —> "3 gy 2 2
0 ! 3 1 7
4 . X2 =y= 4
2 ||y 1 yo-UpXz 4 "
4
1-1.(1)-0t
U y U _ _Y1-UgpoXp-Uggxgz_ 2_1
- 11X Y12 X T V13 X3=y— X1= U = 4 =
1 11
X
1 2 check: 0 /O\
X=| X9 | x:=|-1 Ax=|1| «<—compare——> b= 1
2

’ ) :
Ax= 0 <«—compare——> b'=|0
0 0

Swapping rows of A does not affect the answer X, as long as rows of b are also similarly swapped.
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Mathcad's lu function returns 3 matrices: P, L, U such that P-A=L-U.
P is a permutation matrix that has "1" occupying some elements P i that signifies the raw swapping

operation from row j to row i.

PLU = Iu(A)

c101 0 041 0 \ P = submatrix(PLU,1,3,1,3)
PLU=|{0 0 1 025 1 0 0 175 3 L :=submatrix(PLU,1,3,4,6)

01 o\ 1 0 0 4 1 0
P=0 0 1 L=025 1 0 U=0 175 3
10 o/ 0 0571 1 00 0.286

Pre-multiplication by a permutation matrix = row swapping
The 1st row of P has P,=1—— 2nd row in A goes into 1st row in A'.

The 2nd row of P has P,;=1—— 3rd row in A goes into 2nd row in A'.
The 3rd row of P has P3;=1—— 1strow in A goes into 3rd row in A".
Thus, the permutated matrix A" has: row 2—— row 3—— row 1 of A.

check
01 2 4 1 0 4 1 0
A=1410 — PA=|1 2 3 <—compare— L-U=|1 2 3
1 2 3 01 2 01 2
P is orthonormall p.pT=pT.p=| plzpT 0 0 1\ /0 01
Pl=11 0 0 PT= 10 0
0 1 o/ \o 10

Applying PT to the permutated matrix A' reverses the orignal permutation and yields back the original
matrix A.

1 0 0 025 -0.143 15
Lt=[025 1 0 ul=|o 0571 6

0.143 -0.571 1/ 0 o0 35

05 -1 1.5\ 05 -1 15
Al=1 46 <« compae——> ULL'=]11 4 6

05 2 3.5/ 05 2 35

Post-multiplication by a permutation matrix = column swapping

In the equation below, P-1=PT is also a permutation matrix. Post-multiplying of A"l by P-1=PT has
the following effect:

The 1st column of Pt has (P1),,=1—— 2nd column in A"l goes into 1st column in A"-L.

The 2nd column of P-1 has (P1);,=1 —— 3rd column in Al goes into 2nd column in A1,

The 3rd column of P! has (P-1); ;=1 —— 1st column in A! goes into 3rd column in A1,

Thus, the permutated matrix A1 has: column 2 —— column 3 —— column 1 of AL,
Swapping rows of A results in swapping columns of Al in the same order.
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1.5 05 71\ 05 -1 15 05 -1 1.5\
Al=6 1 4 <« compae—> AP =[1 46 <« SAt=-1 4 6
35 05 2 05 2 35 05 2 35
Effect of swapping rows on matrix inverse
= -1 -1 -1\ .
I=(P-A)-(P-A) -(P-A)-(A P =(P-A)\A P
A=A lpt=atpT
Al=atp

Post-multiplication by a permutation matrix = column swapping
In the equation above, post-multiplying of A1 by P has the following effect:
The 1st column of P has (P)3;=1——> 3rd column in A1 goes into 1st column in A-L.

The 2nd column of P has (P),,=1—— 1st column in A1 goes into 2nd column in AL,
The 3rd column of P has (P),3=1 —— 2nd column in A1 goes into 3rd column in AL,
Thus, the permutated matrix A1 has: column 2 —— column 3 —— column 1 of AL,
From A1 to A1, swap columns of A"l in a reverse order.

Post-multiplication by a permutation matrix = column swapping
In the equation below, post-multiplying of A by P has the following effect:
The 1st column of P has P4;=1—— 3rd column in A goes into 1st column in A".

The 2nd column of P has P ;,=1—— 1st column in A goes into 2nd column in A".
The 3rd column of P has P,3=1—— 2nd column in A goes into 3rd column in A",
Thus, the permutated matrix A" has: column 3 —— column 1 —— column 2 of A.

01 2 2 01
A={4 1 0] — A"=AP A'= 0141
1 2 3 31 2
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Gaussian Elimination & LU Decomposition. Let us illustrate with the same matrix A and vector
b as before.

012 o\
A=410 b =1
123 0/
Step 0. Augment matrix A and vector b
0120
Ab =augment(A,b) Ab=|4 1 0 1
1230

We represent the steps Gaussian elimination takes in manipulating the elements in the augmented
matrix Ab by pre-multiplying with a square matrix, which acts as an operator that operates on the
second matrix. Pivoting: swap 1st & 2nd eqgn, because eqgn (1.2) has the largest leading coefficient:

010 4101\(1_2)
P, =100 A =P ;-Ab Ab=l0 12 0 (L1
001 1 2 3 0/ (13)

*(1.2) by 0/4 & subtract it from (1.1) — (2.2)
*(1.2) by 1/4 & subtract it from (1.3) — (2.3)

1 00| «—"1"inthe diagonal position for the 1st row of G; means just transcribe
0 10 the 1st row of A'b' and do nothing.
Gqi=| 4 «— "-0/4" means subtract 0/4 of 1st row of A'b’, and "1" means add 1x of 2nd
1 row of A'b'.
Z 0 1| «— "-1/4" means subtract 1/4 of 1st row of A'b’, and "1" means add 1x of 3rd
- 7 row of A'b'.
4 1 01 2.1)
Ab =G Al Ab=|{0 1 2 0 (2.2)

0 175 3 -0.25/ (2.3)
Pivoting: swap 2nd & 3rd eqn:

100 4 1 01 (2.1)
P, =001 ADb' =P 5-Ab' Ab'=/0 175 3 025 (2.3)

010 01 20 | 22

*(2.3) by 1/(7/4) & subtract it from (2.2) —— (3.3)

1 0 0

1o 41 0 121 ca
G, - 1 Ab =GyAb Ab=|0 175 3  0253)(3.2)

0.+ 1 0 0 028 01432 (3.3

1.75
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Below is a minor variation of the above steps where we perform all the pivoting first, rather than
pivoting as we go in each step. A combination of two sequential swapping steps is equivalent to
pre-multiplying the augmented matrix Ab by P, which does multiple swappings in one sweep.

010 4101\(1_2)
P=P,P; P=/00 1 A'b' =P-Ab Ab=[12 3 0 (13)
100 012 o/ (L1

*(1.2) by 1/4 & subtract it from (1.3) — (2.2)
*(1.2) by 0/4 & subtract it from (1.1) — (2.3)

1 0 0]
149 41 01 (2.1)
Gq=| 4 Ab =G Al Ab'=|0 175 3 025 (2.2
(2.3)
0 01 01 2 0
L 4 o
*(2.2) by 1/(7/4) & subtract it from (2.3) —— (3.3)
100 4 1 0 1
0 1 0 (2.1) 3.2)
Gy = . Ab =G Al Ab'=|{0 175 3 -0.25.3) (3.2)
0-—1 0 0 0286 0.143) (3:3)
1.75
We combine the two sequential Gaussian elimination steps G ; & G, into an equivalent one single
operation G:
1 0 0 4 1 0 1
G=GypGy G=-025 1 0 A'b':=G-P-Ab Ab'=|0 175 3 -0.25
0.143 0571 1 00 0.286 0.143

The following play on math shows that since the "A™matrix in A'b is upper triangular, the inverse of G
is lower triangular and this is the L matrix. Thus, the lower triangular matrix L summarizes all the
individual forward elimination steps taken during Gaussian elimination leading up to an upper
triangular form, and Gaussian elimination is directly related to LU decomposition.

A'b'=G-P-Ab 4 1 0
G LAD=P-Ab A' = submatrix(A'b,1,3,1,3) A'= 0 175 3
L-Ab=P-Ab 00 0286
1 0 o\
L-G! L=|025 1 0 and  UsA'
0 0571 1/
410 1 4101
Check: LAb=1 2 3 0| <« compare——> PAb=/1 2 3 0
0120 0120
4 1 o\ 410
LA={1 2 3 <—compare — P-A=|1 2 3)
01 2/ 01 2





